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Abstract: In this paper we propose to study various 

papers and article which are based on edge detection 

algorithm and analyze each one of them. Edge 

detection is a very important technique in image 

Processing. Edge detection is used to detect the 

boundaries of objects within images. It works based on 

principle of detecting discontinuities in an image. Edge 

detection is used for image segmentation and data 

extraction in domains such as image processing, 

computer vision, and machine vision. There are various 

algorithms existing in order to perform edge detection 

such as Robert, Prewitt, Sobel, Zero-Cross, and Marr-

Hildreth. All these are suitable for different conditions 

and situation. Out of all canny edge detection has the 

capability to work and is adaptable to various 

environmental conditions. After John Canny 

introduced a canny algorithm, many problems were 

faced during real-time implementation in 

FPGA/CPLD, hence many research and finding were 

done by many scholars and they came up with an 

improved canny algorithm which solved the complexity 

of the algorithm and helped in implementing real-time 

applications. 
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I. INTRODUCTION  

The domain area for this project is Image Processing. 
Image processing is mathematical manipulation of image 
pixel values in order to obtain fruitful information which 
could be utilized by user or machine. Edge detection 
comes beneath image segmentation block which is a 
principal tool in image processing, computer vision, and 
machine vision, especially in the zones of feature 
detection and feature extraction. Edge detection 
incorporates an assortment of scientific strategies that 
point at distinguishing focuses in a digital image at which 
the image brightness changes strongly or, more formally, 
has discontinuities. The issue of discovering 
discontinuities in 1-D signals is known as step location 
and the issue of finding signal discontinuities over time is 
known as change detection. The reason of distinguishing 
sharp changes in image brightness is to capture crucial 
events and changes in properties of the real world. 

Applying an edge detection calculation to an image may 
basically diminish the whole of data to be arranged and 
may be along these lines, channel out information that 
may be regarded as less germane, while securing the 
imperative auxiliary properties of an image. Most of the 
shape information of an image is encased in edges. So to 
start with we distinguish these edges in an image and by 
utilizing these channels and at that point by overhauling 
those zones of image which contains edges, sharpness of 
the image will increase and image will ended up clearer. 

Classification of edge detection is as shown in fig (1). 

 

Fig 1. Classification of edge detection 

II. LITERATURE SURVEY 

In paper [1] all the various edge detection techniques 
are compared using both subjective and objective 
analysis, subjective analysis refers to how human 
perceives an image, different person may perceive 
differently, for example a flower may be beautiful to one 
person but may not be beautiful to another person, hence 
such subjective analysis always have contradictions, but 
when majority of people consider an image as good, it is 
wholly considered as good image. Another way of 
analysis is objective analysis wherein mathematical 
models and formulas are employed in order to compare 
various techniques. 

From fig (2) we come to conclusion that if we use 
canny edge detection algorithm we are able to get more 
number of sharp edges even at the corner, hence canny 
stands first in subjective analysis. 
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By objective analysis, we use three parameters (i) 
Mean square error (MSE) (ii) Root mean square error 
(RMSE) (iii) Peak signal to noise (PSNR). Hence the 
result obtained is that for sobel operator we get more 
PSNR value and for Robert we get less number of PSNR, 
more the value of PSNR refers to high quality image. 
Canny produces moderate quality images. 

 

Fig 2. Subjective analysis for all edge detection 

operator (a) original (b) Sobel (c) Canny (d) Prewitt 

(e) Log (f) Robert (g) Zero-cross images. 

The formulas of MSE, PSNR, RMSE are as follows. 

 

Table 1. MSE Comparison Values 

 

Table 2. RMSE Comparison Values 

 

Table 3. PSNR Comparison Values 

 

 

In paper [2] which has been written John Canny, who 
is the brain child for the algorithm known as canny 
algorithm, has deeply explained about his algorithm, 
wherein the key objectives of canny edge detection are 

1. Low error rate of detection. 

2. Localization of edges. 

3. Single response 

There are five basic steps required to perform canny 
edge detection which are as follows. 

Step [1] Colour conversion 

Step [2] Gaussian smoothing 

Step [3] Calculation of image gradient 

Step [4] Non-maxima suppression of gradient value. 

Step [5] Edge determination & connection. 

 

Fig 3. Canny Edge detection process 

In paper [3], the author implemented traditional canny 
algorithm directly on Altera FPGA board and connected 
5MP terasic camera module and implemented edge 
detection. The results what they obtained as astonishing 
as delay found was very negligible, and hence we could 
conclude that even if traditional canny is directly 
implemented it doesn’t cause much noticeable delays. But 
for those hard-real time systems we could design the 
system with no delay. 

The hardware implementation has been shown in fig 
(4). 

 

Fig 4. Hardware Implementation 
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Although the traditional canny algorithm is quite 
complex hence requires more memory space 
requirements but the error rate is very minimal. 

In paper [4] the author has tried to improve the 
existing traditional canny edge detection methodology by 
replacing the traditional Gaussian filter with discrete 
cosine transform in order to obtain denoising effect. 

Here by using discrete cosine transform [DCT] we 
transform the 2D discrete pixels to continuous DCT 
domain, through DCT transformation to get the DCT 
coefficients and for estimating noises, and then we make 
corrections of DCT coefficient so that we can obtain the 
smooth image by IDCT. 

The subjective analysis has been done by comparing 
this algorithm with traditional algorithm which has been 
depicted in fig (5). 

 

Fig 5.  (a) Original image (b) Traditional Canny (c) 

Proposed Canny 

As seen from the above figure we can compare the 
traditional canny algorithm image with the proposed 
canny image, where we find that the edges has been 
detected very well in the proposed canny algorithm. Thus 
the author concludes that by using this technique, we 
could obtain more continuous edges. 

The author has also used objective analysis to 
compare both methodologies by using the parameters 
such as 

1. Total edge point number. 

2. Peak signal to noise ratio [PSNR] 

3. Bit error rate. 

Table 4. Total edge point numbers of traditional and proposed 

methods 

 

Table 5. PSNR and bit error rate of traditional and proposed 

methods 

 

The more the edge points better is the performance of 
edge detection. Hence the proposed algorithm has more 
number of edge points than traditional canny. Similarly 
more the PSNR value and lower the bit rate error better is 
the quality of the images. 

In paper [5] again some improvement have been 
proposed in the traditional canny edge detection 
algorithm wherein the traditional guassian filter have 
been replaced by an adaptive filter. 

The benefit of using adaptive filter is that it selects 
accordingly based on the feature of the gray values of 
images. 

With the help of adaptive filter we get refined edge 
points and single pixel level edges especially at corner 
edges which cannot be obtained from traditional canny 
algorithm. 

Here also the author has performed subjective analysis 
and compared the proposed methodology with the 
traditional one. 

Before applying the edge detection algorithm, the 
author first adds some noise to the image as shown in fig 
(6). 

 

Fig 6. Adding noise to image 

After which canny edge algorithm is applied and the 
result of traditional canny and proposed canny algorithm 
is seen as shown in fig (7). 

 

Fig 7. Comparison of traditional and improved canny 

As we can see in fig (7) near the cap, the region is 
discontinuous in traditional operator whereas the region is 
neatly covered by using improved operator. 

By objective analysis if we compare traditional canny 
and improved canny for 4 neighbor and 8 neighbor we get 
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more connectivity in improved algorithm at the cost of 
time consumption as depicted by table (6). 

 

Table 6. Time consumption comparison 

Thus we can see that the improved algorithm 
consumes more time than the traditional algorithm, thus it 
is one of the limitation of this algorithm. 

In paper [6] the author tries to modify the usage of 
guassian filter with a single value of 𝜎 for the whole 
image. 

The equation of guassian filter is given as 

ℎ(𝑥,𝑦)=exp (−𝜋(𝑥2
+𝑦2

)/𝜎)---------------(4) 

The value of 𝜎 and threshold is fixed in traditional 
canny algorithm, whereas in the proposed methodology 
the value of 𝜎 and threshold are changed and varied, and 
for different parts of image different values of 𝜎and 
threshold are used. 

Hence the first step in the proposed method is to 
divide the images into sub-images, and then for each sub-
image mean pixel value is calculated, and then depending 
on the mean pixel value the value of 𝜎 and threshold are 
set for each sub-image. 

Hence by using this technique the author says that the 
entropy is increased. Entropy is nothing but amount of 
information in an image. 

The limitation of this technique is that dividing the 
image into different sub-image and then applying the 
algorithm may lead to more time consumption and delay. 

Subjective analysis shown in fig (8) depicts that by 
using variable value of sigma we are able to get proper 
edges with zero error distortions. 

For objective analysis entropy calculation is 
performed, Entropy is defined as measure of average 
uncertainty and is given by the formula: 

H = −Σ p log2(p)............................................. (5)  

where p is the histogram count. 

Lowest entropy means more information. 

In paper [7] they have proposed to minimize the 
computational complexity and high hardware cost by 
making use of pipelining architecture, approximation 
method and sliding windows techniques to compute high 
and low threshold values. 

Here the ways in which image gradients are computed 
are altered in order to reduce complexity. 

 

 

 

Fig 8. Angiography image with fixed and variable 

value of sigma and threshold 

 

Table 7. Entropy calculation 

 

Fig 9. Magnitude and direction computation 
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By using such techniques we can achieve edge 
detection on 512 X 512 image in within 1ms. 

In paper [8], the author has implemented the concept 
developed by paper [7] in FPGA vertex-5 board and the 
results obtained are appreciable. Hence we can say that by 
using pipelining architecture we can obtain accurate 
results within less time. 

The subjective analysis compares images of iris edge 
map by both conventional canny algorithm and the 
proposed canny algorithm. As seen in fig 10 we get 
proper edges in image where proposed canny algorithm is 
applied. 

The objective analysis based on time consumption is 
also shown in table (8). 

As depicted in table (8) the proposed algorithm 
requires minimum time and slices for computation of a 
512 X 512 image. 

 

Fig 10. (a),(d) 512 X 512 Iris Image; (b),(c) edge map 

using the conventional canny edge detector [5]; (c), 

(f) edge map of the proposed  canny edge detector  

 

Table 8. Comparison of resource utilization and time 

In paper [9], the author suggests replacing the method 
for calculation of low and high threshold for determining 
edges, which is a new self-adapt threshold calculation, is 
proposed in which it automatically sets the threshold 
based on the environment and illumination condition. 

In order to do well in real-time they have used 
pipeline architecture for high speed process. The total 

time consumption in FPGA based environment is 2.5ms 
for detection 360 X 280 size gray scale image. 

In paper [10] it suggests to replace the guassian filter 
by an improved median filter so that the performance and 
reliability of the system is improved when dealing with 
noise. 

A shifting look up table [LUT] based direction 
calculation is proposed to improve the processing speed 
and to reduce hardware consumption. 

By subjective analysis as shown in fig (11), (12), (13) 
we see that in fig (11) images are applied with noises with 
1%, 5%, 10%. Fig (12) shows canny edge detector 
without median filtering and fig (13) shows canny edge 
detector with median filtering. 

Thus even in noisy condition, output comes out very 
well. The time required for computation is 5.24ms which 
is very high. 

 

Fig 11. Original image contaminated by salt and pepper 

noise with an intensity of: (a) One percent; (b) Five 

percent (c) Ten percent 

 

Fig 12. Results of Canny edge detector without median 

filtering. Canny edge with (a) 1% (b) 5%  (c) 10% 

salt and pepper noise respectively 

 

Fig 13. Results of Canny edge detector with improved 

median filter. Canny edge with (a) 1% (b) 5%  (c) 

10% salt and pepper noise respectively 

III. COMPARISON 

In paper [1] it compares all edge detection techniques 
and concludes that canny edge detection algorithm is the 
best of all other algorithm. In paper [2] canny himself 
elaborates his algorithm and the estimated time for 
completion is 5.7ms. In paper[3] author has implemented 
traditional canny algorithm in real-time on an FPGA 
board. In paper [4] guassian filter is replaced by DCT 
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transformation, whereas in paper [5] guassian filter uses 
different values of sigma and threshold for each sub-
images. In paper [6] guassian filter is replaced with 
adaptive filter which gives output within 6.3ms. In paper 
[7] & [8] pipelining architecture, sliding windows and 
approximation methods are used, which help in achieving 
output within 1ms for 512 X 512 image. In paper [9] the 
thresholding calculation is replaced with self adapting 
threshold and by the use of pipelining which gives output 
at 2.5ms for 360 X 280 gray scale image. Paper [10] 
replaces guassian filter by improved median filter and 
shifting LUT which gives output at 5.24ms. 

IV. CONCLUSION 

At last we would like to conclude by stating that each 
method has its own advantages, and depends on which 
situation and condition we would like to implement. For 
real time application we would like to have the algorithm 
which gives good accurate and sharp image in a shortest 
period, which paper [7] has done by using pipelining 
architecture. 
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