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Abstract: The performance of the defect prediction is 

solely based on the dataset which consist of software 

metrics. The software metrics or features sometimes very 

huge in number that makes the dataset complicated and 

it impacts the classifier or regressor efficiency. The 

dimension reduction technique is used to solve the 

problem of massive dimension of features. One of the 

most commonly used methods to deal with this issue is 

Principal Component Analysis (PCA). It is a statistical 

technique used for dimensionality reduction of the vast 

dataset in machine learning. Large number of research 

has been taken to predict the defective modules using 

principal component analysis. Its main function is to 

reduce the large number of features by extracting the 

uncorrelated features into groups. It helps to get simpler 

dataset, easy to handle and visualize, sometime in the 

cost of accuracy. In line with this, computation 

complexity of the predicators reduces and takes less time 

for execution. This survey paper is the exploration of the 

various studies conducted using principal component 

analysis for the defect prediction. The survey presented 

based on 28 studies from 2002 to 2020.  It includes topics 

related to pre-release or post-release defects in software 

and machine equipment’s related defects. The primary 

focus of this study is to examine the significance of 

principal component analysis, its contribution in defect 

prediction and to identify the expansion in this topic. The 

study will provide helpful outlines of this subject to on-

topic scholars and experts. 
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I. INTRODUCTION 

The data has been the central point in the machine 

learning which contains huge number of features. In such 

situation, it is preferred to analyze the data and minimize 

the dimension of data to improve the efficiency and 

accuracy of the model. So, here dimension of data means 

the number of features or variables or attribute that are 

considered on each sample or record [3]. The problem “Big 

p Small n” [1] where dimension reduction is required 

because it has the number of features ‘p’ greater than the 

number of records ‘n’. Statistically the number of records 

should be exponent to the count of features. But practically 

in some cases, the dimension of the features has increased. 

The two ways of representation of data shown in Fig. 

1, where X denotes records and Y denotes the features. Fig. 

1a shows the problem of big p and small n where the 

number of features are large than number of records and 

Fig. 1b shows the statistical case where p<n. Fig. 1a also 

shows the popular problem called as the curse of 

dimensionality [1][4] which degrades the performance of 

the machine learning algorithm. The dimension reduction 

is one of the important steps in data pre-processing which 

eliminates the dimension of features. It identifies the 

relevant reduced set of dimensional representation without 

missing the information out of the original dataset [2]. 

Another significant point is that not all features are crucial 

for training the model. Before constructing any predictive 

model, we need to reduce the original data dimension 

without losing the important information [3]. This helps to 

keep the performance of model and handle the vast 

datasets. 

The key motive of the dimension reduction is sum up 

as follows: 

• The determination of the relevant reduced set of 

features those are useful for outcomes.  

• Decrease the training time of the model. 

• To preserve the important characteristics between 

features. 

• To make visualization of high dimension more feasible 

and similar by mapping it to the lower dimension. 

• Save the memory space. 

• It checks the multicollinearity by removing the 

redundant features of same characteristics. For 

example, ‘performed exercise in minutes’ and ‘fats 

burnt’ are the features correlated with each other. They 

provide same kind of information of how much calories 

burnt. Hence, no need to store both the variable, one of 

them is sufficient [4]. 
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(a) 

 

(b) 

Fig 1. Representation of Data; (a) “Big p Small n” 

problem; (b) Statistical point of view of data 

Earlier studies [3][4] explained the various levels of the 

dimension reduction methods used in machine learning. 

These methods are the statistical based techniques used for 

analyzing the multivariate (multivariable) datasets. 

Methods such as principal component analysis (PCA) and 

factor analysis (FA) are very popular and linear dimension 

based methods. The resemblances and difference between 

these two methods explained in these studies [9][10]. 

Another method is fisher linear discriminant 

analysis(FLDA),which transform high dimensional data to 

low dimensional data by computing scattered features 

within and between the labels[11].Other methods that does 

not use covariance matrix are independent component 

analysis(ICA) - class of nonlinear PCA and projection 

pursuit[7][8]. Some other different methods are extensions 

and some works non-linearly. Fig. 2 shows various 

methods of dimension reduction , which has its own two 

kinds of dimensions : one is feature selection and another 

is feature transformation and further they are  divided 

according to learning process[1][6]. 

 

  

 

Fig 2. Different Dimension Reduction methods 

Many studies carried out using the methods shown in 

Fig. 2 to improve the efficiency and accuracy of the 

models. To great extent principal component analysis 

method used for research to reduce the dimension of data. 

Principal component analysis is very simple to code and 

performs well in certain situation using some machine 

learning algorithm such as artificial neural network [12].It 

is linear dimension reduction method and uses the matrix 

manipulation of covariance. It retains the maximum 

characteristics of the original datasets even after reducing 

the high dimensional data to small dimensional data. It has 

been performed well particularly in post-release defect 

prediction [40] [41]. But in some cases principal 

components did not showed the effectiveness of the 

original datasets, because they were not original features. 

Also in some situation, the subset of features performed 

best than the smaller set of features [42] [43]. The defect 

prediction conducted for software during pre- release 

[23][24][34] or post-release of software[35][36] and  in 

hardware related defect classification and diagnosis [26]. 

The prediction of fault-prone modules plays vital role in 

software quality assurance, which manages resources 

effectively and saves cost and time. It basically depends on 

the relevant subset of features extracted from the massive 

datasets [5] [13]. Hence, the study focuses on principal 

component analysis for defect prediction models as earlier 

no survey is carried out in this field as per information 

collected. 

The purpose of survey is to explore various studies 

undergone through principal component analysis for defect 

prediction models. It involves the topics related to pre-

release and post-release defects in software and some 

related to machine equipment’s defect classification. Also 

the focus of this survey is to examine its contribution 

towards the models in terms of performance, accuracy and 

efficiency. This helps to identify its significance in this 

field and what more enhancements are required for better 

outcomes. 

The paper is organized as; in Section 2 we provided the 

basics of PCA and important related concepts. Section 3 

described the survey process and inclusion and exclusion 

factors for searching the relevant journals and conference 

papers. Section 4 represented the survey statistics. Section 
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5 elaborated the principal component analysis used in 

defect prediction. Section 6 concluded the survey study. 

II. PRINCIPAL COMPONENT ANALYSIS 

Principal component analysis (PCA) is a mostly used 

statistical tool for analysis of data. It is simple and 

computes the statistics without prior knowledge of the 

form that can be used to draw the observations. It can 

handle the confusing, complex and massive data 

distribution and transform it into smaller and simpler 

datasets [18]. The drawn dataset consists of new small set 

of orthogonal and uncorrelated features which are known 

as principal components [19]. These components extract 

the relevant and maximum information from the original 

dataset. Hence, it is basically used for multivariate analysis 

in which it creates new uncorrelated variables (principal 

components) with maximum variance and minimum loss 

of information. The uncorrelated variables means 

correlation between any pair of variables should be 0. More 

specifically, if there is ten dimensional data, then there 

could be ten principal components. The first principal 

component extracts maximum information, then rest of the 

information by second component and likewise by 

remaining components [14] [15] as shown in Fig. 3.  

 

Fig 3. Principal Components with percentage of 

variances 

PCA handles two types of variables – set of 

heterogeneous variables using multiple factor analysis [17] 

and qualitative variables by correspondence analysis [14] 

[16]. The principal component analysis is calculated on a 

square matrix – sum of squares and cross products (SSCP 

matrix) ,sums of squares and cross products from 

standardized data(Correlation matrix)[14] or scaled sums 

of squares and cross products (Covariance matrix)[1]. The 

eigenvectors and eigenvalues are the backbones for all the 

magic performed by the principal components. The 

eigenvectors of the covariance matrix are the directions of 

the axes where more variance is present means more 

information is available. And eigenvalues are the 

coefficients to eigenvectors which indicates how much 

variance acquired in each principal component [20] 

[21].Once the computation of eigenvectors done, arrange 

the eigenvalues in descending, and it gives the principal 

component in accordance of significance. After that we 

need to decide whether to use all components or remove 

the components whose eigenvalues are low. The thumb 

rule to select the number of components is 95% out of total 

variance. The resulting matrix is the feature vector which 

we decided to keep. This is the primary step of 

dimensionality reduction, where decided to keep only ‘p’ 

eigenvectors (components) out of n, then the reduced 

dataset have only p dimensions. The last step is to multiply 

the transpose of the feature vector by the transpose of the 

original dataset and get the final dataset [18]. For more 

detailed working of the PCA can be refer from these 

references. 

III. SURVEY PROCEDURE 

The process of survey initiated by searching through 12 

conference papers and 16 journals in the defect prediction. 

All the journals and conference papers used are listed in 

the Table 1. To explore the sources on this topic, the search 

term used “principal component analysis “and “defect 

prediction”. During this look up process , the ‘ title ‘, 

‘abstract ‘, ‘keyword’  used for searching. The searching 

scope restricted  from year 2002 to 2020. 

 

Table 1. Survey Statistics 

After this look up process, we set the criteria to filter 

out the searched papers in order to get the relevant and 

applicable results that use the principal component analysis 

for defect prediction. The inclusion and exclusion factors 

used to find the results, shown in Table 2. For this survey, 

all three inclusion factors were considered in the study and 

the study was taken out if any one of the exclusion factors 

met. 
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Table 2. Selection Factors 

IV. SURVEY DISCUSSION 

On the basis of the search and filter activity, we 

selected 28 studies for survey of principal component 

analysis used in defect prediction models.  With respect to 

publication, 16 papers from the journals and 12 papers 

from the conferences referred. The Fig. 4 represented the 

distribution of the selected papers in different years. It is 

analyzed that principal component analysis was mostly 

used during 2002 for predicting defects, after that 

decreased at constant value till 2011 and again increased 

the number of studies towards recent years.  

 

Fig 4.  The distribution of the papers in different years 

Principal component analysis is mostly used in the 

defect prediction models. The defect prediction is 

conducted during pre-release of software or post-release of 

software and for machine equipment’s defect 

classification. Table 3 summarizes the principal 

component analysis used for defect prediction activity. We 

observed that there are 11 studies focusing on both the pre-

release software defect prediction and hardware equipment 

defect detection. In addition, there are 06 studies used for 

software post-release defect prediction. 

 

Table 3.  Principal Component Analysis used in the Defect 

Prediction Activity 

V. PRINCIPAL COMPONENT ANALYSIS IN 

DEFECT PREDICTION 

A. Software Pre-release Defect Prediction 

The prediction of the fault before the release of 

software is very much important. It is a crucial step in 

software engineering. It has the capability to improve the 

software quality, helps in minimizing the testers and 

developers’ effort on testing activity, save the cost on 

resources [22]. 

Denaro et al. proposed the study to investigate the 

presence of the classes of software for the existing fault-

proneness models. These classes can solve problems of 

similar type, implemented using similar techniques in 

same environments and industries oriented. They used 9 

orthogonal variables of around 96% of variance from the 

Apache 1.3 and 2.0 repositories for fault-proneness models 

using Logistic Regression. The outcome of principal 

component is lower but it required very less time for 

computation than the subset of features [23]. Briand et.al 

proposed study on object oriented data such as Jwriter, 

Xpose ,where they extracted 6 components with 76% of 

variance of data and revealed that the first component is 

less stronger than the other 5 components. They focused 

on the faulty classes’ verification and explained that class 

ranking for fault-proneness is accurate. They supported 

that logistic regression is best suited for multivariate 

regression [24]. Neumann stated that some attributes 

showed common characteristics on risk of software. Rather 

using all attributes, only primary one should be used to 

constitute the cluster. In this study they presented the 

enhanced method for categorization of risk. It combined 

PCA with artificial neural network and encouraged the 

capability to detect high risk software. They clubbed the 

strong points of multivariate statistics, neural network and 

pattern recognition. PCA provided the normalized and 

orthogonal input data , which eliminates the 

multicollinearity  issue. A neural network used to 

determine and classify risk in this study. They used the 

procedure called cross-normalization which supported to 

eliminate the datasets having disproportionate more 

number of high risk software modules [12]. Khoshgoftaar 

et.al conducted the empirical study on the real-time 

software system for fault prediction. They used six 

prediction models for comparison - ‘CART-LS’, ‘CART-

LAD’, ‘S-PLUS’, ‘CBR’, ‘ANN’, and ‘MLR’ using 

original datasets and PCA for 4 large telecommunications 

system. The two-way ANOVA used with absolute average 

error and average relative error used as the response 

variables. From this study it is observed that PCA could 

not improve defect prediction accuracy , as original 

datasets and PCA gave same results , but PCA made the 

resultant models more strong[25]. 

Panichella et al. performed the empirical study and 

pointed that different classifiers captured different 

principal component and it varied from one project to other 

but Bayesian network captured the last component in all 

datasets. Also they analyzed that different methods 
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assigned different fault proneness. They used the 10 Java 

projects on 6 different classifiers and identified different 

set of faulty prone classes [33]. Nagappan et.al 

implemented the study using relative churns which 

supported for increment in system defect density and also 

the performance of predictor increased. It distinguished the 

faulty and non-faulty modules. The principal components 

supported to reduce the correlated matrix [34]. Challagulla 

et. al investigated the capability of various machine 

learning algorithms on 4 datasets for prediction of defect. 

They evaluated the PCA on these algorithms and found 

that the PCA performed well for random forest, then ANN 

but worst for Navies Bayes. Also CFS outperformed than 

PCA [38].He et.al proposed the study for detection of 

class-imbalanced problem that affect the defect prediction 

performance. For this study they used ensemble multiboost 

depends on ripper classifier. They first identified the 

representative features and removed redundant ones by 

PCA. Then using synthetic and random sampling solved 

imbalanced problem. This study conducted using NASA 

datasets and equated with similar algorithms. This study 

outperformed the other techniques in evaluation measures 

[44]. 

  Hadi et. al applied PCA to resolve the issue of 

correlated features and self-organizing map to get over of 

class imbalance on NASA datasets. Then compared the 

classification algorithms for optimum results. Random 

forest outperformed with highest accuracy of 96% than 

NB,SVM, J48 and IBk to detect defect in the 

dataset[46].Pak et. al performed data pre-processing on 17 

datasets of PROMISE using their proposed approach PDT. 

They  compared its result  with PCA and feature subset 

selection using t-test and their approach worked better than 

PCA for defect prediction [47]. Menzies et.al  elaborated 

that the effort and defect data hold local space that are 

different to the global space. It means whatever is useful 

for global scope might to useless for local scope. They 

demonstrated the local and global treatment using principal 

components  [48].In this approach constructed local model 

that involved the training data clustering on WHERE 

algorithm and whatever outcomes obtained were classified 

using WHICH learning algorithm. 

B. Software Post-release Defect Prediction 

In Software Engineering, the maintenance phase plays 

very crucial role. It requires more efforts than any other 

phase in SDLC. It includes various activities such as 

correction, perfection, adaption and prevention. These 

activities are taking more time if the quality of code is poor, 

defective source code, undetected vulnerability etc. Hence 

maintainability of software is necessary to identify 

improvements areas and changes required for applications 

during development. 

Nagappan et.al investigated that the ratio of software 

dependency and churn measures important for post-release 

defects for Windows Server 2003. The principal 

components contributed to estimate the faults occurred 

during field operation statistically. They carried out  the 

study on logistic regression and computed correlation 

using Pearson and Spearman between forecasted fault 

probability and actual number of faults[35].Yamashita 

et.al investigated and analysed on the twelve code smells 

that the interactions between them affected maintenance 

and responsible for maintenance problems. They 

implemented on four Java projects with familiar smells. 

The smells were auto-detected in the pre maintenance 

variant of the systems. They recorded the problems they 

faced which factors related to them. PCA identified the 

‘co-located code ‘smells. Also they discovered that smell 

interactions happened between coupled artefacts with 

negative impact as similar artefact co-location [36]. 

Nucci et.al performed empirical study on twenty-six 

open system to compare the accuracy of the prediction 

model with baseline methods by exploiting the process 

metrics- structural and semantic. The predictive model 

performed better and high complementary level on 

competitive methods. Also they conducted hybrid model 

for prediction more than 11 predictors, explored them by 5 

competitive methods. The hybrid models have high 

accuracy as compared with 5 models. The PCA analysed 

that each predictor contributed differently and captured 

different components. Hence every model complementary 

to each other [39]. Zimmermann e.al proposed the system 

to detect the post-release faults for Windows Server 2003, 

they evaluated that network measures predicted the 

number of defects more than complexity metrics. Here 

they conducted experiment on three models using principal 

components and reported the 99% correlations [40]. 

Nagappan et.al proposed empirical study on 5 Microsoft 

systems for post-release faults. They discovered that code 

complexity metrics related to defect prone modules. They 

created the regression model and showed that the defects 

predicted accurately using new sets of features extracted 

by PCA [41]. Kumar et. al applied three AI techniques on 

two cases quality evaluation system and user interface 

system for predicting maintainability. In their approach, 

principal component analysis used to extract variables that 

are not related to each other and rough set analysis used to 

capture unique features that decreased the precision 

degree. These features more visible to mine factual data. 

They concluded that their approach outperformed than 

existing one and small set of features contributed for 

prediction with rich accuracy [45]. 

C. Hardware Equipment Defect Prediction 

To prevent the sudden shut down of machinery and to 

avoid the catastrophic damages of the machines, it is 

required detect the failures of important parts of the 

machines. Therefore it is necessary to monitor the 

conditions of the parts to know details of defects severity 

ahead of the serious consequences. 

Malhi et.al proposed the system to detect the defect 

severity for bearings using supervised and unsupervised 

classification approaches. In supervised approach PCA 

selected appropriate features and given to feed forward 

neural networks and radial basis function. This 
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investigated the defect classification. For unsupervised 

training, the most dominant features were identified by 

computing the vibrations of defected bearings without the 

previous information of defect. The identified features 

given to learning scheme to class the defected bearing 

using the defect size. They performed this study by using 

three dissimilar bearing fault configurations and showed 

that the accuracy of the classification improved using PCA. 

This technique presented was general for any problem 

[26]. Widodo et.al proposed fault detection using relevance 

vector machine and support vector machine They detected 

fault of slow speed bearings using acoustic emission and 

vibration signal. The component analysis performed for 

feature extraction and high dimension reduction of the 

dataset. It showed that RVM with feature extraction 

method performed very well as compared with SVM [27]. 

Seryasat et.al proposed system that diagnosed the faults in 

bearing to avoid its malfunctioning at the time of operation. 

They used the 12 features from frequency and time domain 

and reduced them to 6 using principal components. As 

features reduced, still accuracy of average diagnosis not 

decreased. These features contributed to multiclass support 

vector machine for classification performance [28]. 

You et.al proposed the creative approach for welding 

monitoring and welded defect detection in that the costly 

sensor with complex structure replaced with cheap and 

simple sensor. They performed using the multivariate 

analysis and feed-forward NN and support vector machine. 

For detecting welded defect, they used pattern recognition 

where three techniques used to acquire welded images. The 

principal components of spectrometer and photodiode 

improved prediction and accuracy of defect classifiers 

[29]. Saidi et.al proposed the novel approach for diagnosis 

of bearings, used the high order features and support vector 

machine model. The non-linear features by high order 

range were used to analyze vibration signals. The bi-

spectrum vibration used as feature vectors for 

differentiating faults of bearings. These feature vectors 

were the principal components used to improve the 

performance of algorithms [30].Also they performed the 

10 fold cross-validation and obtained the minimal 

parameters for classification. Zuber et.al implemented the 

fault detection approach for bearings using vibration 

features as input to the artificial neural network. The 

vibration features resulted from principal components 

analysis and they revealed that these features were capable 

to identify faults and enhanced the performance of ANN 

[31]. Zair et.al proposed the combined approach using 

three methods together and diagnosed the multi-class fault 

of roll bearings. The principal components were feature 

vectors constructed by entropy based fuzzy of empirical 

mode decomposition. These vectors used as input to SOM 

for detection and classification of fault. This approach 

proved that, it recognised different kinds of defects of 

bearings [32]. Aouabdi et.al proposed an approach that 

identified defects of gear tooth developed on MCSA using 

MSE and classifier. They used 4 statistics on MSE for 

defect classification and multivariate approach. PCA-MSE 

inspected the complex down sampled signal biased by 

artifactual components. The approach showed that this 

method capable to detect gear tooth pitting defect  in 

signals[37]. 

Yao et. al proposed the approach to decrease the 

workload of rail maintenance under high standards which 

in turn reduced the labour cost for the predicted sections 

that don’t have any defects with 100% recall rate[49]. 

Wang et.al proposed the algorithm to isolate the multiple 

source partial discharge signals which counted the 

clustering degree and one parameter added based on 

original variables. PCA reduced the feature space from 12-

D to 2-D space ,still this algorithm separated the multiple 

PD sources in effect. This PD detection is an efficient way 

to predict and diagnose the power equipment’s insulation 

condition [50].Chang et. al proposed the approach to 

accurately predict the SMT solder joint using classification 

algorithms. It combined PCA with clustering based on 

similarity and density. This approach reduced complex 

computation by using PCA and provided the accuracy. The 

deep neural network predicted successfully failed 

components before inspection of AOI machine. This 

algorithm improved false judgement of AOI [51]. 

VI. CONCLUSIONS 

In this paper, a survey of principal component analysis 

in defect prediction is presented based on 28 selected 

publications from 2002 to 2020. From the survey, we 

observed that principal component analysis is widely used 

in various defect prediction activities in increasing trend. 

However, it is highly used during 2002’s and in recent 

years now. These activities include software pre-release, 

software maintainability and hardware equipment defect 

prediction. Among these activities, software early defect 

prediction and hardware related defect prediction widely 

used principal component analysis. 
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