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Abstract: Analysing brain tumour with no human 

intervention is considered as a vital area of research. 

However, this has been successfully achieved using deep 

convolutional neural networks (DCNNs). They have 

performed exceptionally well in solving computer vision 

problems and many others such as visual object 

recognition, detection and segmentation. It is used in 

detecting the brain tumour by optimising the brain 

images using segmentation algorithms which are highly 

resilient towards noise and cluster size sensitivity 

problems with automatic region of Interest (ROI) 

detection. One of the main reasons choosing DCNNs is 

due to its high accuracy and it is not necessary to 

perform manual feature extraction in these networks. In 

this research paper we present an extensive review on 

how convolutional neural networks (CNNs) techniques 

are applied in brain magnetic resonance imaging (MRI) 

analysis, their architectures, pre-processing, data-

preparation and post-processing strategies. Analysing 

how different CNNs architectures have evolved, discuss 

their strategies and examine their outputs is the primary 

aim of this paper. Finally, we present the future of CNNs 

in which we mention few research directions in the 

coming years. 
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I. INTRODUCTION 

Today we live in an era where diseases are increasing 

day by day and there is a necessity to develop the quality 

of treatment. The tumour is an irregular lump on any body 

part and is considered one of the dangerous diseases. Out 

of all the tumours, brain tumour is the fatal one that can 

occur in any part of the brain. It is mainly defined as 

abnormal growth of cells within the brain. These abnormal 

cells can affect healthy brain cells which in turn results in 

malfunctioning of the brain. Brain tumours are mainly 

classified into benign and malignant which are further 

classified into primary and secondary. A benign tumour is 

of the primary type and is not cancerous. A malignant 

tumour is of the second type and stores cancerous cells in 

it. It is not an easy task to detect the brain tumour and 

accurately identify the type. DCCNs performance is better 

than others because of its wide usage in recognising 

images. It is basically a group of neurons and has learnable 

weights. Besides this, they are known for high accuracy 

and performance. For the above requirements Tensor Flow 

library is the best choice to use. It is developed by Google 

and supports DCNNs and other related neural network 

models. It shows mathematical computation as a graph 

with edges and nodes where edges represent data which 

flows from one node to another node. To import the 

libraries, we use anaconda framework. Subsequently, for 

training the data a tool of neural networks is implemented 

with tensor flow.  

II. METHODOLOGY 

In this article convolutional neural networks are used 

for segmenting MRI brain tumour using tensor flow. 

Traditionally, the segmentation was done using several 

tools like MATLAB, LABVIEW etc. This research article 

makes use of tensor flow dependent MRI tumour 

segmentation to improve segmentation accuracy, 

sensitivity and speed. Python programming is used to 

segment MRI brain tumour. Python programming is 

chosen for this research work because Python code is 

compact and understandable than MATLAB. Its data 

structure is superior than that of MATLAB. It also 

provides more graphic packages. There are additional 

python packages for the implementation process. The flow 

chart of the work is shown in Fig 1.  

III. PROCESS  

It involves Data Preparation that is input Dataset and 

Data Augmentation, Data Pre-processing and Data 

Splitting, Training the model and Validation and Testing. 

A. Data Preparation 

Data preparation refers to the operations performed 

before feeding the data into the network. Data preparation 

involves taking the data set as the input and augmenting 

the data. A strategy which helps to increase the diversity of 

training model’s data is Data augmentation. It doesn't need 
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to collect any new data. For example, in the research we 

carried out, before data augmentation, the dataset consisted 

of 155 positive and 98 negative examples, which is 253 

example images in total whereas after data augmentation, 

it has 2065 example images in which there are 1085 

positive and 980 examples. 

 

Fig 1. Flowchart of the work carried 

 

             (a)                                              (b) 

Fig 2. Dataset, (a) Before augmentation, (b) After 

augmentation 

B. Data Pre-processing 

The primary goal of pre-processing is to improve the 

quality of the MR images and make it suitable for further 

processing by human or machine vision systems. There are 

improvements in certain MR imaging parameters like 

visual image enhancing, unnecessary noise removal, edge 

preserving, improvement in signal to noise ratio and inner 

part smoothing. It also improves the signal-to-noise ratio 

and thus we obtain the clarity of the raw MR images that 

we fed to the system. Based on sigmoid function, adaptive 

contrast enhancement is applied. 

Skull Stripping 

One of the most important procedures in image 

analysis skull stripping. In this process all the non-brain 

tissues are discarded in the brain images. It is used to 

discard other cerebral tissues such as skin, fat and skull in 

the images. There are few methods to apply this process. 

This study uses the skull stripping technique that involves 

a threshold operation to discard skull tissues. Initially, in 

this process, the pre-processed brain MR image is 

converted into a binary image with a threshold for the cut-

off of 128 being selected. The pixels greater than this 

threshold are then mapped to white colour, whereas others 

are coloured as black giving rise to two different regions 

around the effected tumour tissues. In the next step, 

morphology is applied which is one of the erosion 

operations. Finally, the brain MR image mask is obtained 

by partitioning the image that is eroded and the original 

image from which the black region is obtained from.  

 

             (a)                                              (b) 

Fig 3.  (a) Original image, (b) After skull stripping 

C. Data Splitting 

The data is split as follows - 70% of the data is allotted 

as training set, 15% for validation set and rest is allotted 

for test set. 

D. Training the model 

As we have finished data pre-processing and splitting, 

now the model (DCCNs) is trained with the data allotted 

for training purposes. Once the model has been trained 

with the training data, test data is used to test the output of 

the system and the validation data to validate the results. 

Since DCNNs are used, here is a brief about DCNNs.   

CNNs is the most widely used approach of deep neural 

networks. It can deal array-like data like images and video 

sequences. The idea behind CNNs is to find compositional 

hierarchy features, low-level features form patterns. These 

patterns form intrinsic structures such as shapes, textures 

etc. Further information about the building blocks of CNN 

is as follows. 
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Building blocks of CNNs 

a) Convolutional layer 

CNNs have the capability to learn the relationships 

among the pixels of input images by extracting features 

using convolution and pooling operations. The features 

that are extracted at each layer vary with respect to their 

complexities, with the first layer extracting simple 

features, like edges and the other layers extracting more 

complex and high- level features. The convolution layer 

mainly serves three purposes. Initially, the weight-sharing 

mechanism helps in dealing with the high dimensional data 

such as 2D images or 3D data. Second, using 2D or 3D 

kernels, local connectivity of the input topology can be 

exploited. Finally, using a pooling layer slight shift 

invariance is achieved. In order to substitute the old 

conventional layer, very deep advanced CNNs are created 

in such a way that they use very little computational 

resources and give highly powerful presentations.  

b) Non-linearity layer 

Convolutional layer is succeeded by non-linearity 

operations. Non-linearity is obtained using activation 

functions. These activation functions help that the 

representation is mapped to a sparse one. It helps in 

achieving invariance to data variability and 

computationally efficient representation. Traditionally, 

sigmoid and hyperbolic tangent functions were used for 

this purpose. Recently, for large-scale image recognition, 

novel activation functions are being suggested. We can 

describe the frequently used activation functions as 

follows. 

i. Rectified linear units (Re-LUs) and variants 

𝑓(𝑧 𝑥𝑦 𝑙𝑘) = {
max(𝑧 𝑥𝑦 𝑙𝑘) , 0 𝑖𝑓 𝑧 𝑥𝑦 𝑙𝑘 > 0

min (𝛼 ∙ 𝑧 𝑥𝑦 𝑙𝑘), 0 𝑖𝑓 𝑧 𝑥𝑦 𝑙𝑘 ≤ 0
       (1) 

where, z xy lk is the input in the position (x, y) on kth feature 

map at the lth layer and α is the slope of the negative linear 

function as shown in (1). 

ii. Max out and variants 

Max out is used in making optimization better and 

model averaging performance of dropout training. It is also 

a generalization of Re-LUs. It is calculated by considering 

the maximum across K affine feature maps as shown in (2). 

𝑓(𝑧 𝑥𝑦 𝑙𝑘) = max 𝑘 ∈ [1, 𝐾]𝑧 𝑥𝑦 𝑙𝑘               (2) 

iii. Exponential Linear Units (ELU) and variants 

Unlike Re-LUs variants, ELU provides saturated 

outputs for non-positive inputs. For improving the 

performance of CNNs, the negative regions with saturation 

are more useful. It is shown in (3). 

𝑓(𝑧 𝑥𝑦 𝑙𝑘) = max(𝑧 𝑥𝑦 𝑙𝑘) , 0 + 𝛼 ∙ min (𝑒 𝑧 𝑥𝑦 𝑙𝑘 − 1,0)   (3)  

Different processes of the ELU are monitored by the 

parameters and are understood using gradient descent. 

Speed and performance are improved by this ELU 

parameter in training the deep neural networks.            

c) Pooling and subsampling layer 

To extract the statistics of the neighborhoods that do 

not overlap, pooling and subsampling layers are 

considered. These are used to minimise the number of 

parameters. Out of all the pooling procedures, max pooling 

and average pooling are most commonly used. They are 

similar except that the former uses the maximum 

activations and the latter uses the average of them. Max 

pooling is widely used due to its empirical performance. 

d) Fully connected layer 

In contrast to the convolutional layer, the fully 

connected (FC) layer has a connection with all the units in 

the previous layer. This alters the previous layer's 2D 

structure features into a predefined one-dimensional 

feature vector. The main purpose of the FC layer is to mine 

the incoming features to obtain the information about the 

content of the input image. The process usually involves 

flattening the feature maps from the convolutional layers. 

Implementing FC layers requires a large number of 

parameters than the other layers. Besides, there are two 

drawbacks in using these kinds of layers. Initially, a single 

output is produced if it is used as an output layer and 

accepts fixed-size inputs. The second issue is with 

extending the network. Either the input images are scaled 

to fit the requirements of the network or the network is re-

factored to be able to process the new data. Solution to 

these problems lies in the fact that FC layers can be 

converted to convolutional layers of 1 × 1 kernels and 1 × 

1 × 1 kernels in case of 3D. In this way, the model keeps 

up with the connected functionality as well as accepting 

arbitrary input size images.  

E. Validation and testing 

Validation and testing are carried out to determine the 

accuracy and performance of the system. They are done 

using validation and testing datasets.  Results obtained by 

DCNNs are shown in Table 1. To neglect the imbalance of 

classes of tumours in the database, we have represented 

mean average precision, recall and F1-score in Table 1. 

Therefore, as shown in Table 1 our network obtained 

better results. The best result is achieved for the record-

wise method and for the augmented dataset, and the 

accuracy is 96.34%. For the subject-wise approach, 

accuracy was about 88.36% for the augmented dataset. Per 

image the average test execution was less than 15 

milliseconds. Thus, the results obtained show that the 

system has a good generalization capability and execution 

speed. Therefore, it works well for medical diagnostics. 

 

 

http://www.pices-journal.com/
https://creativecommons.org/licenses/by/4.0/
http://pices-journal.com/ojs/index.php/pices/OpenAccess
http://pices-journal.com/ojs/index.php/pices/article/view/222
http://creativecommons.org/licenses/by/4.0/


Perspectives in Communication, Embedded-Systems and Signal-Processing (PiCES) – An International Journal 
ISSN: 2566-932X, , Vol. 4, Issue 5, August 2020 
 

Part of the Proceedings of the 1st All India Paper writing Competition on Emerging Research - PaCER 2020 

 
© PiCES Journal / Publisher: WorldServe Online 2020. www.pices-journal.com 
 

   This work is licensed under a Creative Commons Attribution 4.0 International License.  
Permissions beyond the scope of this license may be available at PiCES Journal Open Access Policy 

Visit here to cite/refer this article                                                                                                                                                      96 

Division/ Dataset Testing Approach Test accuracy Average Precision 

[%] 

Average Recall 

[%] 

Average F1-Score 

[%] 

Record-wise/the 10-fold 95.04 94.22 95.25 94.33 

Original dataset one test 97.42 95.12 96.45 96.25 

Record-wise/the 10-fold 96.34 95.44 96.84 96.46 

Augmented dataset one test 97.33 97.12 97.23 97.15 

Subject-wise/the 10-fold 84.22 81.23 82.45 81.20 

Original dataset one test 90.22 85.69 85.46 85.13 

Subject-wise/the 10-fold 88.36 86.12 87.94 86.62 

Augmented dataset one test 91.02 83.12 82.66 81.36 

Table 1. Results after testing the system

IV. FUTURE DIRECTIONS 

Out of all the application domains, DCNNs have made 

a large impact. Today, they are in the first place to solve 

many problems in computer vision, speech recognition and 

natural language processing (NLP). Due to its advantage 

of working with 2D and 3D patches, rather than the entire 

slice or volume, researchers in brain MR image analysis 

train deep CNNs to obtain accurate segmentation 

algorithms. This success has a high rate of acceptancy by 

the community. Currently, most CNN architectures have 

many additional normalisation layers, such as batch 

normalisation. Additionally, each architecture is becoming 

increasingly more sophisticated, employing ideas from 

optimisation and probabilistic models. Although there is a 

large rate of success with CNNs, they are not fully utilised 

in brain MRI analysis. When they are trained and tested on 

images that are of same acquisition characters, 

performance improves even more. However, the progress 

in this domain adaptation techniques is not up to the mark 

and more research in this sense is needed before adapting 

them in medical centres. Thus, recommended practice to 

avoid such issues is validating the model on different 

datasets. This practice helps in designing a robust model 

that can be applied to datasets of similar applications with 

different types of MRI scanners, imaging modalities and 

numbers of training cases. With insufficient training data, 

the poor spatial resolution of MR images and the need for 

a reduced prediction time, it has been impossible to train 

considerably deep CNNs. To train these networks, a 

considerable effort is required in designing faster methods. 

The new algorithms that are yet to come are expected not 

only to improve the performance of deep CNNs but also to 

be highly optimised, with less hyper-parameters that 

constitute one of the major bottlenecks for most of the 

users. 
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