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Abstract: In today’s modern world internet is widely 

being used by everyone. Many people access the 

internet to get their desired information. This 

information can be of text, image, audio or even the 

combination of all the form. In brief this method of 

retrieving information is known as the multimedia 

information retrieval. In this paper we discuss about 

the multimedia information retrieval. Video retrieval is 

one form of the information retrieval. YouTube is the 

most popular video application. CCTV is used almost 

everywhere these days. This paper discussed about how 

the information is retrieved from the CCTV footage. 

Here we have discussed about the video retrieval and its 

importance in various applications. We have also 

summarized about various techniques that is being used 

for the video retrieval. In future a model can be 

designed in such a way that the video retrieval can be 

done just by analysing the users mood.  

Keywords: Multimedia information retrieval; Video 

retrieval; YouTube; CCTV. 

I. INTRODUCTION  

A. Multimedia information retrieval 

Multimedia information retrieval can be defined as the 
method that is used for searching and finding for 
multimedia documents. Multimedia literally means more 
than one media. It can be audio, video, text, image or a 
combination of everything. Search engines play a vital 
role for retrieving any kind of information from the 
internet.  

Multimedia information can be retrieved in many 
ways. For example, if you come across a monument and 
if any details about is required then a picture of it can be 
captured and sent to the internet and later information will 
be retrieved in the form of text. A medical image can be 
given as input query and can be used to get the details 
about the status of the patient’s health [1]. 

Information can be retrieved in many ways. Text 
based retrieval is the basic way for retrieving any 
information. By giving a query in the form of text 
information in various methods can be retrieved. The 
retrieved information can be in the form of an image or a 
video or document that is in the form of text. Therefore 

there are various types of retrieval such as image 
retrieval, audio retrieval, video retrieval etc.  

B. Video retrieval 

Video retrieval is a form of extracting the required 
video shot from a large video database. Video retrieval 
can be done in many ways. It can be retrieved by a simple 
text/phrase, it can also be retrieved by giving a piece of 
video itself as a query, image can also be given as the 
input to retrieve the video, it can also be retrieved by 
audio query.  

YouTube is an example of retrieving the video by 
giving the text/phrase. Based on the input query given this 
application will play the appropriate video. It will also 
work in the same fashion when the voice note is used 
instead of the text. There are many applications of video 
retrieval. Like seen above, it is useful in YouTube which 
one of the example for multimedia. CCTVs are used in 
many places these days.it can be public places like malls, 
airports etc. It is also used in the main roads to monitor 
the vehicle movement. There are case where it is required 
to access these recording videos to get some information. 
In such cases video retrieval plays a important role. 

There are many techniques that is being used for the 
video retrieval. The following section discusses the 
various such methods that are used to implement the 
video retrieval.   

II. TECHNIQUES USED FOR VIDEO 

RETRIEVAL 

Content based video retrieval is the most common and 
simple method to retrieve the video from the database 
videos. In this technique we make use of SVM 
classification also. So by combining both CBVR and 
SVM it is easier to classify the video and also to retrieve 
the desired video. 

Video is nothing but group of frames. It is required to 
convert the image frame into suitable colour model. In 
this techinique grey-scale colour model is chosen. Once 
this was done csv file are used for classification which 
splits the entire data set into both training image and 
testing image.[2] 

There are cases where it is required to extract some 
information from the video if any unusual event occurs. It 
can be either from the CCTV video or from the airborne 
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video. It is easier to retrieve the video from CCTV rather 
than airborne because of its low contrast. Since the size of 
surveillance videos are large it is required to compress it 
so it becomes easier to query it. 

 

Fig 1. Video retrieval using CBVR and SVM 

Video is nothing but group of frames. It is required to 
convert the image frame into suitable colour model. In 
this technique grey-scale colour model is chosen. Once 
this was done csv file are used for classification which 
splits the entire data set into both training image and 
testing image [2]. 

There are cases where it is required to extract some 
information from the video if any unusual event occurs. It 
can be either from the CCTV video or from the airborne 
video. It is easier to retrieve the video from CCTV rather 
than airborne because of its low contrast. Since the size of 
surveillance videos are large it is required to compress it 
so it becomes easier to query it. 

 

Fig 2. Video retrieval using dynamic programming 

In CCTV video, we use HORN and SHUNCK 
method for the estimation of footage motion and for 
airborne tracklets. The required feature is extracted from 
the video and is put into a lightweight index. Dynamic 
programming is utilized to combine the partial matches 
along with full matches. Once the user gives the required 
query matching output is given [3]. 

E-lecturing videos play a major role in various 
organizations, research departments etc. This e-lecturing 
video involves both audio tracks and visual screen forms. 
The retrieval of lecture video is analyzed with the help of 
automated indexing of video and the search of video. The 
result is more efficient when the audio and text in the 
video are combined for the video retrieval more than the 
individual techniques [4]. 

As the internet is being used by almost everyone these 
days there are more than 100 million of hours of video 
that is uploaded and used in the internet. To retrieve video 
from such a big database is difficult by using the context 
based match method. This is because of the huge number 
of frames present in the video. User can give an image 
query of his/her choice and can retrieve the desired video 
from the video database. To overcome this problem, 
adaptive shot detection and a method called feature 
extraction was used for the faster retrieval of the video 
[5]. 

Video abstraction can be defined as the process of 
making a video short and precise in such a way that, if 
this is given a user query it will retrieve the original full 
video. This video abstraction will eliminate all the 
unwanted and redundant details. This can be either static 
or dynamic. This concept of video abstraction is 
integrated in surveillance video and for the retrieval of the 
video. 

 

Fig 3. Video abstraction 

The video from the CCTV are stored in the video 
database. After this process the video abstraction is 
applied on it so that all the unwanted and repeated 
information are removed from it. In the second step video 
indexing is done. This is mainly done for analyzing the 
video to detect, track and classify the objects. Finally, 
video retrieval is done based on the query submitted by 
the user [6]. 

It is possible to retrieve the video just by giving the 
image as a query. We try to implement the fisher vector 
and video descriptors. The results showed that this 
technique is more efficient in terms of memory and time 



Perspectives in Communication, Embedded-Systems and Signal-Processing (PiCES) – An International Journal 

ISSN: 2566-932X, Vol. 3, Issue 1, April 2019 

© ΠCES 2019. All right reserved. 

Publisher: PiCES Journal, www.pices-journal.com 17 

when compared to frame based method. In this process 
first the image query given by the user is shown as 
descriptors. To retrieve the video clips in a short list 
format the image query is queried against the index [7]. 

There are many challenges in the process of video 
retrieval. Problems can be because of the semantic gap 
i.e. the desired retrieval results expected from the user 
will not be up to the mark and also there are no enough 
matching techniques for the video retrieval. To overcome 
these two major challenges a new system was proposed 
and it works as follows: 

 

Fig 4. Process to reduce semantic gap 

It is divided as two parts, query part and retrieval part. 
This approach supports different types of query and also 
region based and EMD blob based matching techniques 
were used for the matching purpose [8]. 

Text based video retrieval is commonly used 
technique for the video retrieval. However, this method is 
not efficient because it may ignore visual context. To 
overcome this problem a technique called video search 
reranking(VSR) was proposed. When the user gives text 
query to retrieve the video the result will be used to select 
few videos according to the user query. 

The resulted video query will be measured according 
to its importance and also corresponding weight will be 
calculated, it represents the amount of likeness for the 
video query. These weights are then used for the 
reranking purpose. Along with the visual feature even the 
tag feature will be combined. This will increase the 
performance of the VSR [9]. 

Augmented reality combines both the real object and 
virtual object. It is nothing but creating a virtual object in 
the real life environment. It is possible to retrieve the 
video from such augmented reality with help of image 
queries. This process requires four different step to 
retrieve the video from the augmented reality. First the 
key frames are extracted from the video and then a feature 
extraction called THOG is applied. To find the nearest 
neighbour hashing technique is used. And finally 

reranking of the video list is done by measuring the 
similarity between them. 

III. CONCLUSION AND FUTURE WORK 

This paper gives a brief introduction about the 
multimedia information retrieval and types of available 
retrieval methods. It also discussed about the video 
retrieval and its importance in various applications. In the 
second section of the paper the major techniques used for 
the video retrieval is explained in detail along with their 
downside. 

In future a model can be designed in such a way that 
users can retrieve the desired video from YouTube just by 
analyzing the user’s mood. 
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